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NanoCAS Lab at Stony Brook

« Established in 2011
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Research at NanoCAS Lab
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Energy-Efficient Circuit Design

Low Reliable
Power Power
Clocking Delivery
—Clocks consume —Modern SoCs
significant power demand high
> 20% to 60% of the current at low
total power voltages
— Application to low > 1 \Volt to 0.4 Volt
power So0Cs, — Power delivery is
embedded/mobile critical
computing
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Emerging IC Technologies

Three-dimensional

(3D) integration

« “An industry game changer” according to SEMATECH

Source: Intel

Source: Samsung

Source: Qualcomm

- Fabless company

==l * CAREER Grant
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A Brief History

Conceptual transistor, Electronics + biotechnology, ?
by J.E. Lilienfeld, 1926

UNITED STATES PATENT

Jan 28, 1330

ENIAC, 'the Giant
Brain,” 1946
o N

ics + nanotechnology, ?

Functionality

Number of devices




Nanoscale Circuit Design
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* Transistor vs interconnect scaling?




Overview of Device Scaling
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e
1980s 1990s 2000s 2010s Time
g /L AN \ J
Y Y Y Y
- Constant voltage * Constant electric field ¢« “Near constant
_ Avoid multiple ~ — Scale supply and voltage™
supply threshold voltages — \oltages 42
voltages — Reduce delay cannot scale b
— Reduce delay — Reduce power further '© GE)
— Higher electric consumption — Higher S O
fields — Constant electric electric IS~
field nefeks =
— Significant  {p GC)
short o
channel
effects




Device Scaling Scenarios

Performance
A

Mobility increase +
constant DIBL and V roll-off

Mobility increase

/

i

No device enhancement

Channel length (nm)

W. Haensch et al., “Silicon CMOS Devices Beyond Scaling”, IBM Journal of Research and Development, July 2006



Overview of Interconnect Scaling

« Metal pitch reduced from 1.8 um in 1994 to a few hundred
nanometers in 2011
- Higher coupling capacitance
« Significant reduction in the cross-sectional area
- Higher parasitic resistance

Global
interconnect

Metal [nterconnect
dominated delay

Via
Local
Interconnect

Device

dominated delay

s olvsilico
Silicide  Polysilicon

Substrate
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Interconnect Scaling Scenarios

Interconnect

parameters

[deal scaling
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E. Salman and E. G. Friedman, High Performance Integrated Circuit Design, McGraw-Hill Publishers, 2012.




Interconnect Scaling Scenarios

- Transistor

|

| == Local
Interconnect

—wi=Global
Interconnect

‘
|

0.1 !
250 nm 180 nm 130nm 90 nm 65 nm 45 nm 32 nm

Technology Node

Interconnect-centric design era

2005 International Technology Roadmap for Semiconductors (ITRS) 13



Vertical Integration

e One solution: Go vertical!

Longest interconnect =+/2 x [ (Compared with 2 X L)

Pvertical connection

= o w%/
< Liv2 =

Reduction of longest interconnect length : /N
( N = number of planes )
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Heterogeneous Integration

Sensing front—end

- _Digital processor

==

Memory

Communication

Dies with different functions, fabricated with different
technologies are integrated

www.monolithic3d.com 15



3D Applications
= L[] o=z

and Players

LRI 4..1.

L

CMOS
image
sSensors

MEMS &

Sensors

HBLED
Modules

Power &
Analog
components

Stacked
DR/'\M
modules

Memory' SiP
modules

l mJiL I Anale W)
| eMem

3D.SOCs / SiP

Wireless
SiP

Stacked
NAND
Flash
packages

ITTApOses 3NVS L300

Digital interposars
and stacked
memones (DRAM
Flash) for
Baseband/DSP
FPGA GPU

CPU

Basebands, OVB /
DAB modules,
low-end ASICs,
high perf ASICs,

MCU, eRAM,
SRAM, NVM

RF IPD and
IMerposers for
tunable radio
FEM, WLAN,
Bluetooth
UWB,

MMECs

interposers
and
mem-nmem
stacking in
BGA/ TSOP
! PoP
moduies only

Q:u 6 ALUrG

IS7;
e Zarom

~ . onrsa
‘\ ‘:"‘
ELCsP

cap XIanc

AWeLwm

hagnix
SHARM
3'!(“'

sliex
£V3GO ALLVA

4,‘( Terterid

—_—

AYl vne
5
a7
UwcC
" S
DNP

SONY “:‘ﬁ"
I som
HONVJ] “\sp

s

Xintec

&7 ipo

TYOoOSHIRA

£Avaco
Q Texas

BarRUMENTS
s
IS7]
v
)

€ mkor

o

huymnix

Aicron

ELPIDA
8>

PUASASN

TONMIBA
vCi
$. TESSERA

a(%

32 0UNX

g!%ﬁlﬂé"f
e INEC
UMIC s
(intel)
N
n . AVOGO
QEY,'L?",BONY
10208 ‘Weescely
sschgnc @)
§ St

Yosmina
é}( Thartered

f
SPIL ==

V'
sme
s

o
NS TRUMEN :Q.,,,.

NEC
uMC

mlel)

AVaGO
O
” "~ freescaie

ot 0:“
SHINKO

}('h.uh'lnl"

V' .
Ssme
e

PO silex

g Q
AVaGOD

Panasonic
anm

SUTIONEIC . pane
2.

!‘_..! Ssmc
e’

Q?nu i

e st s,

< lefine0n

hynix
Aicron

TOosSHIaAa

Sandisk 72
e b
vCi
e- TESSERA

srmq&;i\k

saSMIBA




Outline

« Motivation

 Background
— 3D Integration Technology
— Power and Signal Integrity

* Recent Research Results in 3D ICs at NanoCAS Lab

e Conclusions
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Example

* Apple A4 Chip (for 15t Gen iPad and iPhone 4)

¢ v - ‘ 3 k : : “ & '
- g . S - S G e G st RS A S N G S G » T — e B S - —_— -

e e B . PO I A i R T e e L

Off-chip vertical connections
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Different Types of 3D ICs

4 Bottom Chip

i s, ol o g Substrate

3D Package-on-
Package, Amkor

High-Bandwidth,
Low-Latency Connections

Micrabumps

[
3

() -

- Chip

Interposer

Based ‘- _ - A. o Wit
Integration, ——— E———e W =
Xilinx INTEL 15K

Through Silicon Via (TSV), Intel




Current Status Iin Industry

 Hyper Memory Cube (already commercially available)

Target: 10mmx10mm Max. The minimum determined by contact grid

Memory
Cube with

Target: 1mm

Baseline 12mm x 12mm BGA Substrate

Solder Balls

Micron Wide I/O DRAM (15X faster, 70% less energy and 90% less space)

« Memory-Processor Stack (next step)

AMD xPU + DRAM stacking

20



Wafer-Level TSV Based 3D Integration

* Multiple wafers are
— Thinned
— Aligned
— Bonded

« No fundamental
[imitations exist
- Alignment accuracy of 1 um

- Adhesive, oxide, metal
bonding

- Wafer thinning capability
Through silicon via = 0.1 um for SOI
= 15 um for bulk silicon

21



Through Silicon Via

“% 32nm high-k CMOS )

' R 11 level metal

[+ 'Ry Deep trench capacitor —+

%’j Cu through-silicon via (TSV) ~ substrate
e

Pled

Courtesy of IBM

« TSVs are large
- Diameter in the 2to 10 um range
- Height in the 8 to 60 um range

« TSVs have parasitic impedances (RLC)

22



TSV Fabrication Techniques

l.ocal PDN
LF- Local PON—T——1—|

Via-first TSV Via-middle TSV
(Doped polysilicon) (Tungsten)

E l.ocal PD g Local PDN -——

- P2 ——
Silicon

* Via-first = = * Via-middle
—Prior to FEOL Via-last TSV - After FEOL
process {Copper) | - Before BEOL
Plane 2

Local PDN g

P3 .
I * Via-last
Silicon Plane 1 - After BEOL
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Primary Challenges

« Fabrication
— TSV reliability and stress
— Bonding techniques
— Thermal/Cooling

* Design
— Architecture
— Design for test

— EDAtools
— Design for thermal integrity

24



Research Focus on 3D ICs

Power integrity and power Signal Integrity for 3D ICs

aware design for 3D ICs _ _
— TSV-to-transistor noise

— Power distribution in modeling
processor-memory stacks = [Integration’14,GLSVLSI’13]
" [JETCAS’12, SOCC’12, - Noise analysis for
GLSVLSI, 13] implantable 3D ICs
— Decoupling capacitor - [ISCAS’11, BioCAS'11]

topologies for 3D ICs
= [TVLSI15, ISQED’15]

— Resource allocation in 3D ICs
= [ISQED’15, GLSVLSI'13]

— Low power 3D ICs
= [ISCAS’15]

25



Power Integrity and Delay Uncertainty

Power distribution network di

A Vy =Voo = IR, -L,

4

Ground distribution network

* “l have thought about some of the problems of building electric circuits on a
small scale, and the problem of resistance is serious.” Feynman, 1959

26



Impedance Characteristics

RP LP
W T —

7 Nominal voltage x Allowed ripple

eige Current
_ Nominal voltage” x Allowed ripple
Power consumption

W
Rl

65 nm CMOS microprocessor’
- P =250 watts
- Vpp = 1.2 volts
— Ripple = 10% of V,
— Target impedance < 0.3 milliohms

G. Konstadinidis et al., “Implementation of a Third-Generation 16-Core 32-Thread Chip-Multithreading SPARC Microprocessor,”
IEEE International Solid State Conference, February 2008 27



Decoupling Capacitance

Decoupling
capacitance

~

Stage 1 Stage 2

E. Salman, E. G. Friedman, R. Secareanu, and O. Hartin, “Worst Case Power/Ground Noise Estimation Using an
Equivalent Transition Time for Resonance,” IEEE Transactions on Circuits and Systems |: Regular Papers, May 2009

28



Decoupling Capacitance and Impedance

« Decap iIs required to satisfy target impedance
 Resonance should be carefully considered

AS



Signal Integrity

CIrCUI’[ CII’CUIt
block 1 b >- block 2

ggressor

Vlctlm

Noisy digital ground

Victim device Aggressor device
Sensitive signal line Digital signal ling

/]/\N Substrate

30



3D Processor-Memory Stacks

Processor

J. L. Hennessy and D. A. Patterson, Morgan Kaufmann 2011 3D processor-memory stack

 Higher on-chip memory bandwidth
* Reliable power delivery is an important challenge

31



3D Processor-Memory Stacks

3D DRAM Design
and Application to
3D Multicore Systems

Hongbin Sun Nanning Zheng
Xi'an Jaotong University Xi'an Jiaotona Lnivers

Jibang Liu Jian-Qiang Lu, Kenneth Rose, and Tong Zhang
Rensselaer Polytechnio Rensselasr Polytechnic

Rakesh S. Anigundi
Qualcomm

IEEE Design & Test of Computers, 2009

« Potential architectural benefits of a 9 plane memory +
processor stack (1 GB embedded memory)
- Access latency, footprint, energy consumption

 Power delivery is identified as a primary challenge

32



Nine Plane 3-D Processor-Memory Stack

1 Gb eDRAM

Heat Sink

Core

Mem 8

{1 Gb eDRAM |

—

Via-first/via-

middle TSV

 Back|

Facei
A

Mem 3

Mem 1

Package

- Modu

<«— 1500 ym —>»

« How many power/ground TSVs are required?

« How much decoupling capacitance is required?
— Satisfy power supply noise (target impedance)
— Minimize area




Design Space for Via-First TSV

o
N
o
g b e —h
(o) (=] N = (2}

oy
o
o
2]

Valid region

Peak noise (mV)

o
o
o

Ty
&
@
3]
c
£
g
@
3
o
=
-
3
O
3
@
o

()]
oo

2500 3000 3500 4000 4500 5000
Number of TSVs

Monotonic response
Typically over-damped
- Relatively low peak-to-peak noise
High number of TSVs to reduce effective resistance
High decoupling capacitance to reduce transient IR drop

S. M. Satheesh and E. Salman, “Power Distribution in TSV Based 3D Processor-Memory Stacks,” IEEE Journal on Emerging and 34
Selected Topics in Circuits and Systems, December 2012



Minimum Physical Area for Via-First TSV
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* Decap is implemented as MOS-C
- 39 fF/um? = 32 nm technology node (from EOT)
 Optimum pair exists that minimizes area
- 2750 TSVs and 2.7 nF of decoupling capacitance
- 9% area overhead
- 34 mV peak-to-peak noise

S. M. Satheesh and E. Salman, “Power Distribution in TSV Based 3D Processor-Memory Stacks,” IEEE Journal on Emerging and 35
Selected Topics in Circuits and Systems, December 2012



Design Space for Via-Last TSVs
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Non-monotonic response
Typically under-damped

Relatively high peak-to-peak noise
High sensitivity to design variables
Careful analysis is required

S. M. Satheesh and E. Salman, “Power Distribution in TSV Based 3D Processor-Memory Stacks,” IEEE Journal on Emerging and 36
Selected Topics in Circuits and Systems, December 2012



Power Gated 3D ICs

 An effective method to reduce leakage power consumption
« Total power consumption = dynamic power + leakage power

poa7 " Tppis
R AR R I
SENERENED | -
|LiisiEaigLP ATOM™ Core
__ﬂlﬂilﬁil.ﬂ.lﬂ.ﬂ!mi | wr
i PO3
PD10 | PD3 gl
T Videa - Video | D'%EJFI'_
PEMS Oecode | Encode| ppg :
PIHT®
gyt “ROT ,
e = P'D1_4'-l:iB[".lRIOH i
. N
Niagra 2 (2008) Intel Atom Processor

Power Gating: turn off the inactive blocks to save leakage

* U. Nawathe et al., “Implementation of an 8-core, 64-thread, power-efficient SPARC server on a chip,” JSSC, vol. 43, Jan. 2008 37



Power Gating: Sleep Transistors

Sleep transistors are inserted along the power delivery path

Sleep

Transistors

Virtual vdd

« Sleep transistors also consume significant area
— More than 1 meter overall width

* R. Jotwani et al., “An x86-64 Core in 32 nm SOI CMOS,” JSSC, vol. 46, Jan. 2011 38



Allocate Area between TSVs and Sleep Transistors

* Area contention
* Both affect power integrity
* Minimize power supply noise ..

Subject to: sV

» | eakage power
= Turn on time




Proposed Design Flow

*H. Wang and E. Salman, IEEE International Symposium on Quality Electronic Design, March 2015, best paper nomination 40



Closed-Form Expressions for Optimum k

 Effective resistance of TSVs

4phrsy _ phrsva

off
Rrsy =

nd*Ntsy (1 —k)A
« Effective resistance of sleep transistors

| I
R P
g ‘lCu_t( vg‘s T ‘/(h )

« Optimization objective

, VLppN
Zyors ~ MRppN+Rrsy +Rsr)+

(RppN + R7sv + Rst)Cdecap

e Optimum k

o © . w oer . Wt ASH
(Ropl imaIA +1y—= TZ) == \/ (Roprima/A +h—= T3)" = 4Rnprinm/ - AT,

knp{ imall 2 =

2R0primal -A

*H. Wang and E. Salman, IEEE International Symposium on Quality Electronic Design, March 2015, best paper nomination 41



Comprehensive Simulation Setup

Global VDD grid

C4 bump /‘

Global VDD grid

Plane 1

ST

Sleep
transistor

—f —

-

Reconfigurable

-
AT T M/’Tﬁ/
Plane 2 o < . ’ /Ellil T % Tl% vi;r’:ltuualvmngricl-ﬁTI:F

switch

T

Traditional Reconfigurable
Decap Decap

Circuit load

Plane 3




Distributed Circuit Loads

B S~

! Vd gl
T - N
265 13 1056 wse] | [543
I ? ! !

Lol Lol
TS— I~ N
Vo VoLl
T N T, N, N S

3.7 35.6 63.9 63.9 63.9 32.0

I

(Unit of peak current: mA)

Power density matches OpenSPARC T2 Core: 40 W/cm?

*H. Wei et al., “Cooling 3D Integrated Circuits using Power Delivery Networks,” IEEE Int. Electron Devices Meeting, 2011 43



Results

From simulation Closed-form expression

B~ ~ N S
D N N O o
g O O O O,

Target impedance (mQ)
N
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00 0.1 0.2 o..5 0.6 0.7 0.8 09 0.0 01702 \3 045 06 07 08 0.9

Error < 4%
Noise reduction: up to 42%

*H. Wang and E. Salman, IEEE International Symposium on Quality Electronic Design, March 2015, best paper nomination 44



Problem: Utilization of a Decap

vdd
Sleep
o L, ] (]
Transistors
* - Virtual vdd
Decap — §— § _ Decap p— ? er gaFEd
............ .C.i.rl.chit BIOCk ..............C.i.r.c.uit BIOCk
A4 A4

 Utilize decap for nearby blocks

* Not as effective in 2D ICs: large impedance
* New opportunity in TSV-based 3D ICs

45



Proposed Reconfigurable Topology

Transistors

/{ t T | r /l . l Virtual Vdd

—— T

Decap == — Decap —= er-ga_ted

Circuit Block Circuit Block

\vg A4
* Two reconfigurable switches are added:

— When the circuit block is ON, connect decap to virtual vVdd
— When the circuit block is OFF, connect decap to global vdd

*H. Wang and E. Salman, IEEE Transactions on VLSI Systems (in press). 46



Power Gating Scenarios

N
o
o
©
c
v
O
%)

Scenario 3
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Simulation Results — Peak Power Supply Noise

-ﬂ-‘ﬂ N E’ﬂ —
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41 ‘I". T T ﬂ a T
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*H. Wang and E. Salman, IEEE Transactions on VLSI Systems (in press). 48



Simulation Results — RMS Power Supply Noise

25
26.5%

20 - .
15 |
10 [
5 -
0+ | |

Traditional Reconfigurable

Scenario 2

45.7%

Traditional Reconfigurable

Scenario 3
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Temporal Power Supply Noise Waveform
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atial Power Supply Noise Distribution
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Simulation Results — Power Gating Noise

AN

7 \VA vdd
Sleep )| | p (
Transistors
X - Virtual vdd
~E B
w —
et Block T i Block
< A4

Scenario 2 OFF = ON
Scenario 3 OFF = ON
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Temporal Power Gating Noise Waveform

Sleep state = active state at 1 ns
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Simulation Results — Power Gating Noise

100 - Leth =
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Area and Power Overhead

* Physical area increases only by 1.93%

Scenario 1

Scenario 2

Scenario 3

 Power overhead can be further reduced by utulizing
metal-insulator-metal (MIM) capacitors

55



TSV Noise Coupling
E‘ ;- / TSV Substrate contacts Victim node

Sénsing front—end

D e I

Memory:

Substrate

Communication

* Noise couples into the substrate due to both oxide and MOS
capacitance

« Aggressive signals such as clock networks

« Affects the operation of a transistor (both on and off)
— Memory circuits
— Analog devices in heterogeneous 3D integration

56



Effect of TSV Noise on Devices

| |
——— 4=t

| |
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H. Chaabouni, et al. "Investigation on TSV impact on 65nm CMOS devices and circuits,” IEEE International
Electron Devices Meeting, 2010.
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Modeling TSV Noise Coupling

« 3D field solver: HFSS = not possible for practical circuits
 Discretized model based on transmission line matrix method

Substrate contacts Victim node

T
0 e e I 0 OO

Accurate, but...computationally prohibitive!
- Fast evaluation is difficult
- Early stages of TSV floorplanning
- Substrate contact locations

58



Compact 1 Model

* Single TSV cell and an equivalent r network.

« Approach
1.

AC analysis of the
distributed mesh
to obtain Y, (jw),
Y1o(w), Yo (jw),
Yoo (w)

Obtain the R and
Cs within the 1
network to match
the four
Impedances

Single Rand C
value until 100
GHz.

59



Validation of the Compact  Model

 The transfer function of the compact model is compared
with the transfer function of the distributed mesh

K 9 l'
= [)istributed network

=== Compact model

Via-last TSV

o
2]
®
°
B
c
<)
@
=

265.31 25
Via-first TSV -65.313

-65.3135

-65.314[

LLLll
10"
Frequency (Hz)




Characterizing TSV-to-Substrate Coupling

TSV noise is affected by several design parameters
- Distance between TSV and victim node (d,)
- Number and location of substrate contacts (d,)

Substrate
d contact
2

Substrate B
contacts node

d, d,
B

d,

61



Closed-Form Expression for Each Admittance

: 1 2. |
il Y (Jm) Y (o) |}
H end nd

Resistance R, of the Y ,(jw)

* Analyze the distributed mesh to obtain the impedances (Dots)

« Approximate the surface with a logarithmic function using 3D
least square regression analysis (Surface)

F(di,d2) = A+ Bdi + Cd2+ DIndz + Flnd;,

*H. Wang, M. Asgari, and E. Salman, ACM Great Lakes Symposium on VLSI, May 2013. 62



Fitting Coefficients and Accuracy

] Fitting coefficients ;

Admittances C | D Average error (%)
Ry = 1000/F (kQ) 27. -0.98 5. 6.6
Csup = F (aF) 26. ; i -17.26 L 2.8
R;nd = 1000/ F (k$2) d -8.14 ; 1.9
Cl wq =1 (aF) X { | -96.94 i 1.6
R‘ = F (k) 5. i : -218.3 54. 9.6

gnd —

CZ,., = 1000/F (aF) 05 7 . -20.39 : l 0.4 ]
R.., = 1000/F (k) ; : . 1.34 . 8.3

Ceub = F (aF) 317. : : 14.2 : [ 10.8 ] °
R}md _b 1000/F (k$2) : . ; -35.05 | 4.7¢ 0.7 Average

Cyna =F (aF) 58.5 . : -380.8 | 51.3: 0.7 error IS

R;nd = 1000/ F (kS2) . 3 : -1.95 : 1.6
and = F (aF) ; .0! ] -20.83 ; 1.6 4 8%
R..p = 1000/F (k) 3! ; : 231 : 2.4
Ceup = F (aF) : . 3 -20.78 3. 1.0
R}, = 1000/F (kQ) | 36. ) . -10.16 : 2.4
Cyna =F (aF) 235. : : -61.86 | 51. 6.9
R7, . = 1000/F (k) : : 8 4.43 ; [ 11.6 ]
C;.q =F (aF) i : : 49.1 23 | 10.0 ]
Ry, = 1000/F (k) . : A 1.69 .36 8.5
Ceub = F (aF) 265. . 1. 17.88 ; i)
R, 4 = 1000/F (k) : : : -35.66 : 0.3
C,.q=F (aF) 3 . . 37.31 . 2.9
R;"d = 1000/ F (k) ) 3 ; -3.49 5. 24
= F (aF) ; 2 5 -37.74 ! 2.5

gnd e

*H. Wang, M. Asgari, and E. Salman, ACM Great Lakes Symposium on VLSI , May 2013.




Design Guidelines — Differential TSV Signaling

P

) Victim

Substrate
Contact

‘—=— W/ differential signaling ‘
-~ \W/O differential signaling|

Worst case coupling noise (mV)

0 5 10 15 20

Skew between two differential signals (ps)

*H. Wang, M. Asgari, and E. Salman, Integration, the VLSI Journal, June 2014. 64



Conclusions

« Among various “emerging” technologies, 3D integration
seems to be the most viable in the near-future

e Research is needed, but no fundamental limitations exist

« Opportunities are beyond high performance computing

— Sensing and actuating
= Mobile electronics
» Healthcare
= Environmental control...

 We have demonstrated several design methodologies to
enhance power and signal integrity in 3D ICs

65



Publications on 3D ICs

 Book Chapters
— E. Salman, “Power and Signal Integrity Challenges in 3D Systems-on-Chip,” Physical Design for 3D Integrated Circuits, A. Todri-Sanial
and C. S. Tan (Eds.), CRC Press, in press

— M. Stanacevic, Y. Lin, and E. Salman, “Analysis and Design of 3D Potentiostat for Deep Brain Implantable Devices,” Neural Computation,
Neural Devices, and Neural Prosthesis, pp. 261-287, Z. Yang (Ed.), Springer, 2014

* Journal papers
— H.Wang and E. Salman, “Decoupling Capacitor Topologies for TSV-based 3D ICs with Power Gating,” IEEE Transactions on Very Large
Scale Integration (VLSI) Systems, in press

— H.Wang, M. H. Asgari, and E. Salman, “Compact Model to Efficiently Characterize TSV-to-Transistor Noise Couplingin 3D ICs,”
Integration, the VLSI Journal, June 2014

— S. M. Satheesh and E. Salman, “Power Distribution in TSV Based 3D Processor-Memory Stacks,” IEEE Journal on Emerging and
Selected Topics in Circuits and Systems, December 2012

« Conference papers

— S.Fang and E. Salman, “Low Swing TSV Signaling Using Novel Level Shifters with Single Supply Voltage,” Proc. of the IEEE
International Symposium on Circuits and Systems, May 2015

— H. Wang and E. Salman, “Resource Allocation Methodology for Through-Silicon-Vias and Sleep Transistors in 3D ICs,” Proc. of the IEEE
Int. Symp. on Quality Electronic Design, March 2015

— H.Wang and E. Salman, “Enhancing System-Wide Power Integrity in 3D ICs with Power Gating,” Proc. of the IEEE International
Symposium on Quality Electronic Design, March 2015

— H. Wang, M. H. Asgari, and E. Salman, “Efficient Characterization of TSV-to-Transistor Noise Coupling in 3D ICs,” Proceedings of the
ACMI/IEEE Great Lakes Symposium on VLSI, pp. 71-76, May 2013.

— S. M. Satheesh and E. Salman, “Effect of TSV Fabrication Technology on Power Distribution in 3D ICs,” Proceedings of the ACM/IEEE
Great Lakes Symposium on VLSI, pp. 287-292, May 2013.

— H.Wang and E. Salman, “Power Gating Topologies in TSV Based 3D Integrated Circuits,” Proceedings of the ACM/IEEE Great Lakes
Symposium on VLSI, pp. 327-328, May 2013.

— S. M. Satheesh and E. Salman, "Design Space Exploration for Robust Power Delivery in TSV Based 3D Systems-onChip," Proceedings
of the IEEE International System-on-Chip Conference, pp. 307-311, September 2012.

— E.Salman, M. H. Asgari, and M. Stanacevic, "Signal Integrity Analysis of a 2D and 3D Integrated Potentiostat for Neurotransmitter
Sensing," Proc. of the IEEE Biomedical Circuits and Systems Conference, pp.17-20, November 2011.

— E. Salman, "Noise Coupling Due to Through Silicon Vias (TSVs) in 3D Integrated Circuits," Proceedings of the IEEE International
Symposium on Circuits and Systems, pp. 1411-1414, May 2011.

66



